Consequences of dichotomization
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Dichotomization is the transformation of a continuous outcome (response) to a binary outcome. This approach, while somewhat common, is harmful from the viewpoint of statistical estimation and hypothesis testing. We show that this leads to loss of information, which can be large. For normally distributed data, this loss in terms of Fisher’s information is at least $\frac{1}{2\pi}$ (or 36%). In other words, 100 continuous observations are statistically equivalent to 158 dichotomized observations. The amount of information lost depends greatly on the prior choice of cut points, with the optimal cut point depending upon the unknown parameters. The loss of information leads to loss of power or conversely a sample size increase to maintain power. Only in certain cases, for instance, in estimating a value of the cumulative distribution function and when the assumed model is very different from the true model, can the use of dichotomized outcomes be considered a reasonable approach. Copyright © 2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION

We consider the common situation in biomedical statistics where continuous outcomes are observed, but inference and estimation are done using a dichotomized version of the outcomes. The primary argument in favor of dichotomization is the ease and simplicity of reporting results (e.g. [1–3]). The problem with these arguments is the unnecessary confounding of analysis and reporting. We do not deny that in certain cases dichotomized reports can be simpler for non-statisticians to understand. However, very rarely, as we will later discuss, dichotomization leads to better statistical properties.

The term dichotomization can also refer to other practices, such as the dichotomization of covariates in analysis (e.g. [4]) or dichotomization for the purpose of reporting results. Additionally, this can refer to the use of a continuous background (latent) models to generate binary multivariate models with mutually dependent components (e.g. multivariate probit, see for instance, [5–7]). None of these situations will be discussed here as we will focus solely on the dichotomization of outcomes for statistical analysis.
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The dichotomization can be viewed as a particular case of grouping (e.g. [5, 8–10]). For instance, more general grouping can be defined as 

\[
Z = i - 1 \text{ if } Y \in \Omega_i, \quad \text{where } \bigcup_{i=1}^{n} \Omega_i \text{ constitutes the whole support set for } Y \text{ and all } \Omega_i's \text{ are disjoint.}
\]

This polychotomization, is also referred to in the literature as responder analysis (e.g. [11, 12]), where patients are broken into categories based on whether their continuous outcome meet some thresholds of response.

Similar to many other publications (e.g. 13–15), the major recommendation of this paper is to avoid dichotomization whenever possible on the data analysis stage, but the technique can be a useful tool for the reporting of final results to non-statistical communities. Some of the results presented here are not new and have been known for quite some time (e.g. [16]). However, we hope that systematic presentation combined with some of our own findings will lead to a better understanding of the pros and cons of dichotomization.

2. NORMAL CASE

2.1. Model

We first consider a normally distributed random variable \( Y \) with \( E(Y) = \mu \) and \( \text{var}(Y) = \sigma^2 \), i.e. with cumulative Gaussian distribution function \( F(y|\mu, \sigma^2) \). Let

\[
Z = \begin{cases} 
0, & Y \leq c \\
1, & Y > c
\end{cases}
\]

where \( c \) is a predefined cut point. We will assume here that \( c \) is always known. Random variable \( Z \) has a Bernoulli distribution with \( p = F(c|\mu, \sigma^2) \). The likelihood function for a single observation is

\[
L(\mu|Z) = F^Z(c|\mu, \sigma)[1 - F(c|\mu, \sigma)]^{1-Z} = \Phi^Z(u)[1 - \Phi(u)]^{1-Z}
\]

where \( u = (c - \mu)/\sigma \) and \( \Phi(u) \) is the standardized Gaussian distribution function. Observing that \( \partial \Phi/\partial \mu = -1/\sigma \partial \Phi/\partial u \), one can derive that the Fisher information about \( \mu \) of a single dichotomized observation is

\[
I_d(u) = \frac{\partial^2 \ln L(\mu|Z)}{\partial \mu^2} = \frac{\phi^2(u)}{\sigma^2 \Phi(u)[1 - \Phi(u)]}
\]

where \( \phi(u) = \partial \Phi(u)/\partial u \). Unless otherwise specified, we assume that \( \sigma^2 \) is known and we wish to estimate \( \mu \) only. Actually, this is a necessity because we cannot estimate both \( \sigma^2 \) and \( \mu \) using the dichotomized data. When \( \sigma \) is known, the estimation of \( \mu \) is equivalent to the estimation of \( \mu \).

The information about \( \mu \) from a single observation of \( Y \) is \( I_o = 1/\sigma^2 \). We are interested in the relative efficiency of the dichotomized analysis, defined as \( R = I_d/I_o \). For the normally distributed data, this becomes

\[
R(u) = \frac{\phi^2(u)}{\Phi(u)[1 - \Phi(u)]}
\]

This can alternatively be expressed in terms of the percentage of information lost, \( 100[1 - R(u)] \). Additionally, the inverse of \( R(u) \) is the factor by which the number of observations (sample size) must be increased to mitigate the impact of dichotomization. For \( n \) independent observations, the maximum likelihood estimators (MLEs) of \( \mu \) are

\[
\hat{\mu}_o = \frac{\sum_{i=1}^{n} Y_i}{n} \quad \text{and} \quad \hat{\mu}_d = c - \Phi^{-1}\left(\frac{n_1}{n}\right)\sigma
\]

for the continuous and dichotomized cases, respectively. Here, \( n_1 \) is the total number of observations \( Y \) below \( c \). Recall that \( \sigma \) is known.

Many sources have referenced the minimal information lost when dichotomizing a normal distribution at the mean (median) cut point, which equals \( (1 - 2/\pi) = 36.33\% \) (e.g. [16]). However, the choice of cut point must be made prior to analysis when the mean is unknown. This use of the mean as the cut point is the least damaging option, while all other cut points lead to a greater loss of information (see Figure 1, top left plot). This fact is often overlooked when considering the effect of dichotomization. Even if we increase the sample size to compensate for the 36% loss of information, the study is still underpowered unless the selection of \( c = \mu \) is precise.

The sample size necessary to match the precision of the dichotomized estimator to that of the
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continuous estimator can be seen in the right axis on the top left plot in Figure 1. The best-case scenario \((c = \mu)\) would require a sample size \(\pi/2 \approx 1.571\) times larger to compensate for dichotomization.

We can also consider the case where the cut point is not preselected, but the data are dichotomized into two groups of equal size. The estimate of the \(\mu\) in this case is simply the median of the data, which has a variance of \(\pi \sigma^2/2n\) [17 (Chapter 13)]. This leads to an asymptotic relative efficiency of \(2/\pi\) compared with the mean estimator. A posteriori choice of a cut point is essentially equivalent to the ideal prior choice of a cut point, which leads to a 36% loss of information. While this eliminates the risk of greater information loss, the empirical cut point lacks any real-life implications and is not even useful for simple reporting of results. In addition, as Altman [13] discusses, these data-driven choice of cut points does not allow for comparisons of different studies.

2.2. Regression and probit model

Let \(E(Y|x) = \mu(x, \theta) = \theta^Tf(x)\) and \(\text{var}(Y|x) = \sigma^2\), where vector function \(f(x)\) is given, \(x\) is a covariate (for instance, dose), and \(\theta\) are unknown parameters. The information matrix for a single observation under the dichotomized model is the direct generalization of (2) (see, for example, [18, 19]),

\[
I_d = \frac{1}{\sigma^2} \frac{\phi^2(u(x, \theta))}{\Phi(u(x, \theta))}[1 - \Phi(u(x, \theta))]f(x)f^T(x)
= \frac{1}{\sigma^2} \omega(x, \theta) f(x)f^T(x)
\]

where \(u(x, \theta) = (c - \mu(x, \theta))/\sigma\) and \(\omega(x, \theta) = \phi^2(u(x, \theta))/[\Phi(u(x, \theta))(1 - \Phi(u(x, \theta)))]\). For continuous
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Figure 1. Percentage of information lost when dichotomizing, based on various cut points. The plots correspond to normal (a), logistic (b), Cauchy (c), and double exponential (d) distributions. The right vertical axes correspond to the factor of sample size increase needed to mitigate the loss.
outcomes, assuming $\sigma$ is known, the information matrix is
\[ I_o = \frac{1}{\sigma^2} f(x) f^T(x) \]

The total Fisher information matrices for a given design $\xi_n = \{x_i, r_i\}_i^n$ are
\[ I_d(\xi_n) = \sum_{i=1}^n \frac{r_i \omega(x_i, 0)}{\sigma^2} f(x_i) f^T(x_i) \]
\[ I_o(\xi_n) = \sum_{i=1}^n \frac{r_i}{\sigma^2} f(x_i) f^T(x_i) \]

where $x_i$ are the design points and $r_i$ are the weights of these design points. Thus, there is no problem in comparison with these two matrices. From the previous section, note that for all $x_i$, $\omega(x_i, 0) \leq 2/\pi$ or $I_d \leq 2I_o/\pi$.

For any specific design, we may derive more precise results. For instance, it is known (see, for example, [19]) that for the simplest probit models where $f^T(x) = (1, x)$ and a design region including points $|x - \mu|/\sigma = 1.138$, the locally D-optimal design is $\xi^*_2 = \{x_{1,2} = \mu \pm 1.138\sigma \}$

For this design,
\[ I_o(\xi^*_2) = \omega^* I_o(\xi^*_2) \]

where $\omega^* = 0.392$, requiring a 255% increase in sample size to compensate for the loss of information due to dichotomization.

### 2.3. Cumulative distribution function estimation

Occasionally, we wish to estimate a certain value of the distribution function
\[ p = \text{Prob}(Y \leq c) = \Phi\left(\frac{c - \mu}{\sigma}\right) \]

rather than the mean. One may choose to directly estimate $p$ by counting the proportion of observations $n_1$ that are less than $c$ and dividing by the total number of observations, which is the MLE for estimating $p$ in the standard binary setting. Although intuitively this may seem like a good estimator, we are still dichotomizing the data and losing the same amount of information compared with the continuous estimator. The pair of estimators are defined as
\[ \hat{p}_o = \Phi(\hat{u}) \quad \text{and} \quad \hat{p}_d = \frac{n_1}{n} \quad (4) \]

where $\hat{u} = (c - \mu)/\sigma$, under the assumption that the normal model is correct. The information loss as a function of $c$ is identical to that seen when estimating $\mu$ in Figure 1(a). We must also note that when estimating very small or large cumulative distribution function (CDF) values, a finite sample size gives a significant chance of all outcomes belonging to one group, forcing the estimate of $p$ to 0 or 1, i.e. making the estimation problem singular.

### 2.4. Link to hypothesis testing

We will consider a one-sided hypothesis test and look at the effect of dichotomization focusing on the loss of power. Recall that for a one-sided test,
\[ z_{1-\alpha} + z_{1-\beta} = \frac{|\delta|}{\sqrt{\text{var}(\delta)}} \]

where $\delta$ is the true effect we wish to test, $\alpha$ is the Type I error rate and $\beta$ is the Type II error rate. For a given value of $x$, the power $(1 - \beta)$ is uniquely defined by the variance of the estimator. With a single arm and a test about the mean $\mu$, our hypotheses are $H_0 : \mu = \mu_1$ and $H_1 : \mu \geq \mu_1 + \delta$. The variances of estimators (3) are given by
\[ \text{var}(\hat{\mu}_o) = \frac{\sigma^2}{n} \quad \text{and} \quad \text{var}(\hat{\mu}_d) \approx \frac{\sigma^2 \Phi(u)[1 - \Phi(u)]}{n \phi^2(u)} \]

for continuous and dichotomized estimators, respectively (see [2] for more comments). The first plot in Figure 2 shows the power for various cut points with a test based on estimators (3), with the continuous normal approximation used in the dichotomized case. We have chosen $n = 100$, $\alpha = 0.05$, $\sigma^2 = 1$, and $\delta = 0.29$ selected to obtain 90% power in the continuous case. The variance of $\hat{\mu}_o$ and therefore the power are independent of $c$.

Our hypothesis test concerning $p$ can be expressed as $H_o : p = p_1$ and $H_1 : p \geq p_1 + \delta$. We focus on these hypotheses, acknowledging that there are other ways to formulate a test.
about the probability $p$. The variances of estimators (4) are

$$\text{var}(\hat{p}_n) \approx \frac{\Phi^2(u)}{n} \quad \text{and} \quad \text{var}(\hat{p}_d) = \frac{\Phi(u)[1 - \Phi(u)]}{n}$$

The second plot in Figure 2 shows the power when $n = 100$, $\alpha = 0.05$, and $\delta = 0.1$ under the continuous (solid line) and dichotomized (dashed line) cases, using a normal approximation. Unlike a test about $\mu$, the power under the continuous hypotheses depends upon the true value of $p$.

These methods can also be extended to the case of hypothesis tests with two arms. Ragland [20] discusses the effect on power when estimating a prevalence ratio $p_1/p_2$ or an odds ratio $(1 - p_2)/(p_2(1 - p_1))$.

Alternatively, for a given sample size and treatment effect, we can compare the possible combination of Type I and Type II error rates for the continuous and dichotomized outcomes. Figure 3 shows these values with a sample size of 100 for a test of $\mu$ and for a test of $p$. We can see that the continuous response (solid line) yields the best possible choices of $\alpha$ and $\beta$. The dashed lines represent different choices of the cut point for the dichotomized test. As we get farther away from the

Figure 2. The plots show the power for a single arm hypothesis test about $\mu$ (left plot) and $p$ (right plot). The solid lines represent the continuous case and the dashed lines represent the dichotomized case. Note that when testing hypotheses about $p$, the power depends on the true value of $p$ in both cases.

Figure 3. The Type I and Type II errors for a sample size of 100. The left plot shows a solid line for the hypothesis test about $\mu$ performed using the continuous data and dashed lines represent the dichotomized hypothesis test for several cut points. The plot on the right shows a hypothesis test about the CDF. The solid lines represent the continuous outcomes and the dashed lines represent the dichotomized outcomes for different true values of $p$. 
optimal cut point \((u = 0)\) in either direction (remember that the effect of the cut point is symmetric), the possible choices of \(x\) and \(\beta\) get progressively worse. For any reasonable choice of \(x\), the power lost through dichotomization is over 10% at the optimal cut point and over 20% for less ideal cut points (e.g. \(u = 1.0\)). For a test of \(\mu\), the sample sizes needed to match the power under the continuous outcomes for the cut points of 0, 0.5, and 1 are 158, 173, and 228, respectively. For a test of the CDF value, the choices of \(x\) and \(\beta\) even in the continuous case depend upon what CDF value we wish to estimate, but the same conclusions apply.

2.5. Unknown \(\sigma\)

We can also extend our analysis to the more realistic scenario when \(\sigma\) is unknown. In the dichotomized case, only \(\Phi^{-1}((c - \mu)/\sigma)\) can be estimated directly. Consequently, \(\mu\) and \(\sigma\) cannot be estimated separately. The continuous outcomes do not face this same problem. When \(\sigma\) is unknown, we focus on the estimation of \(\hat{\rho}_o\) and compare it with \(\hat{\rho}_d\) which requires no knowledge of \(\sigma\). We now estimate \(\hat{\rho}_o\) by plugging in estimators

\[
\hat{\mu} = \frac{\sum_{i=1}^n y_i}{n} \quad \text{and} \quad \hat{\sigma} = \sqrt{\frac{\sum_{i=1}^n (y_i - \hat{\mu})^2}{n-1}},
\]

\[
\hat{\rho}_o = \Phi \left( \frac{c - \hat{\mu}}{\hat{\sigma}} \right)
\]

Noting that estimators \(\hat{\mu}\) and \(\hat{\sigma}\) are uncorrelated, their variances are \(\sigma^2/n\) and \(2\sigma^2/n\), and using Taylor’s expansion at the vicinity of the true values \(\mu\) and \(\sigma\), one can verify (see Appendix A) that the relative efficiency is approximately

\[
R(u) \approx \frac{\phi^2(u)}{\Phi(u)[1 - \Phi(u)]} \left[ 1 + \frac{1}{2u^2} \right] \quad (5)
\]

This leads to a bimodal loss of information, relative to the cut point as seen in Figure 4. The minimum information lost is now slightly less when \(\sigma\) is known, but always at least 33%. Even though we are estimating two parameters to calculate \(\hat{\rho}_o\), it is still far superior to the dichotomized estimator.

![Figure 4. The loss of information under normally distributed data when estimating a CDF value \(p\) if \(\sigma\) is unknown.](image)

2.6. Model misspecification

An argument can be made that using \(\hat{\rho}_d = n_1/n\) may be beneficial for estimating \(p\) as it does not assume any distribution for \(Y\), while \(\hat{\rho}_o\) requires the assumption of a normal distribution. We have simulated patient observations under logistic and double exponential models (both with a standard deviation of 1) and then estimated \(\hat{\rho}_d\) using dichotomized data and \(\hat{\rho}_o = \Phi((c - \hat{\mu})/\hat{\sigma})\), i.e. wrongly assuming a normal distribution for continuous data. The values of \(\hat{\mu}\) and \(\hat{\sigma}\) are estimated using the MLEs under the (incorrect) assumption of a normal distribution. The variance of \(\hat{\rho}_o\) is less than the variance of \(\hat{\rho}_d\) but for most values of \(c\), \(\hat{\rho}_o\) is a biased estimator as the cumulative distribution functions are different for normal, logistic, and double exponential; hence, we will compare these values using the root mean-squared errors (RMSEs). At values of \(c\) when the distribution functions of the normal and logistic models are close (e.g. around \(\mu\)) or when the sample size \(n\) is small, \(\hat{\rho}_o\) outperforms \(\hat{\rho}_d\). Figure 5 shows the RMSEs when the true model is logistic (left side) and double exponential (right side) for three different sample sizes. For the logistic model, we see that when \(n = 20\), the continuous estimator is always superior. When \(n = 70\), the two estimators are almost identical for certain values and when...
When \( n = 200 \) there are regions where \( \hat{p}_d \) is superior to \( \hat{p}_o \) and other regions where the opposite is true. Despite the wrong model being used in estimation, the continuous estimator is better than the dichotomized estimator over a large range of cut points. Thus, dichotomization can be recommended as a robust approach in the CDF estimation for large (several hundred) sample sizes.

For the true double exponential model, the dichotomized estimator often performs better here due to the larger difference between the true and assumed models. This holds even for small sample sizes \((n = 20)\). However, the double exponential distribution is an extreme case and this will very rarely be close to the true underlying model.

We also consider the scenario when the true distribution is a mixture of two normal distributions. Again we wish to estimate \( p \) when the true model is
\[
Y \sim 0.25N(0, 1) + 0.75N(4, 4)
\]

In Figure 6, we show the RMSE for the analysis under the incorrect normal model (solid lines), the
dichotomized outcomes (dashed lines), and analysis under the true mixture model (dotted lines) for sample sizes of 100 and 500. Using the true mixture distribution in analysis is the best practice. However, if we do not know that our data follow this distribution, then we will naturally choose from either a normal model or the dichotomized model. For a small sample size, the dichotomized estimator provides little improvement over the incorrect normal distribution. However, at large sample sizes the use of the dichotomous outcomes is superior.

3. OTHER DISTRIBUTIONS

3.1. Location-scale family

The location-scale family (see [21 (pp. 20–21)] consists of distributions with densities given by the function

\[ f(y|\mu, \sigma) = \frac{1}{b} \phi(u) \]

with \( u = (y - \mu)/b \). The most popular of them are presented in Table I. The logistic and normal distributions provide the logit and probit transformations, respectively, which are quite popular in biostatistics. Figure 1 contains the plots of information lost for several members of the family (see Table I). For all members of this family, \( R \leq 1 \) for all \( u \) (see Appendix B for proof). This inequality holds for any distribution and follows from the fact that \( \{z_i\}^n_1 \) is not in general a sufficient statistic for estimating \( \mu \). The information based on any function of the original data \( X \) will be less than or equal to the information derived from \( X \). Moreover, the values of the information will only be equal when the function

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Density function</th>
<th>Var(Y)</th>
<th>Maximum ( \frac{I_d}{I_o} )</th>
<th>( I_o )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>( \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{u^2}{2}} )</td>
<td>( \sigma^2 )</td>
<td>( \frac{2}{\pi} = 0.637 )</td>
<td>( \frac{1}{\sigma^2} )</td>
</tr>
<tr>
<td>Logistic</td>
<td>( \frac{1}{\sigma(1 + e^{-u})^2} )</td>
<td>( \frac{\pi^2\sigma^2}{3} )</td>
<td>0.75</td>
<td>( \frac{1}{3\sigma^2} )</td>
</tr>
<tr>
<td>Double exponential</td>
<td>( \frac{2\sigma e^{-</td>
<td>u</td>
<td>}}{\sigma^2} )</td>
<td>( 2\sigma^2 )</td>
</tr>
<tr>
<td>Cauchy</td>
<td>( \frac{1}{\pi\sigma(1 + u^2)} )</td>
<td>does not exist</td>
<td>( \frac{8}{\pi^2} = 0.811 )</td>
<td>( \frac{1}{2\sigma^2} )</td>
</tr>
</tbody>
</table>
of $X$ is sufficient. The fact that the dichotomized data are not sufficient is further proof that $I_d < I_o$ [22, p. 244].

The double exponential distribution presents an interesting case. The maximum likelihood estimator, $\hat{\mu}$, is the median of $Y$ [23 (Chapter 24)]. If the cut point is equal to $\mu$, there is no information lost when dichotomizing (see Figure 1(d)). The information lost increases very sharply as $|c - \mu|$ increases, and as $\mu$ is not known, the dichotomization will likely be very damaging. The same effect is seen when estimating $p$ from a double exponential distribution (see Figure 7).

### 3.2. Discrete distributions

We may also want to consider the loss of information when dichotomizing a discrete distribution. Consider the Poisson distribution

Figure 7. The information lost from dichotomizing a double exponential distribution for the estimation of a CDF value. The solid line represents the case when we estimate both $\mu$ and $\sigma$ and the dashed line represents the case when $\sigma$ is known. For the case of unknown $\sigma$, the values were estimated through simulations, using the MLEs $\hat{\mu}_o = \text{median}(Y)$ and $\hat{\sigma} = n^{-1} \sum_{i=1}^n |y_i - \mu_o|$ [23 (p. 172)].

Figure 8. Information lost when dichotomizing a Poisson distribution. The plots correspond to different values of $\lambda$ (0.5, 1.0, 5.0, 25.0). The last plot also shows the information lost using the normal approximation to a Poisson distribution.
defined as \( P(Y = y|\lambda) = e^{-\lambda} \lambda^y / y! \). We defined the dichotomized variable \( Z \) as in the normal case. Our possible cut points will be restricted to integers, as these are the only possible values the Poisson distribution can take. Here, the relative efficiency of the dichotomized observations is

\[
\frac{I_d}{I_o} = \frac{\lambda^c (\sum_{i=0}^{c-1} (1/i)! \lambda^i (i/\lambda - 1))^2}{(\sum_{i=0}^{c-1} (1/i)! \lambda^i) (\sum_{i=c+1}^{\infty} (1/i)! \lambda^i)}
\]

This is plotted for four different values of \( \lambda \) (0.5, 1.0, 5.0, 25.0) in Figure 8. While the minimum value of information loss varies, depending upon the true value of \( \lambda \), we see that it is always a significant amount. As \( \lambda \) gets large, the Poisson distribution can be approximated by the normal distribution and the earlier results can be used to look at the relative efficiency of dichotomizing the Poisson distribution. This approximation is shown with the information lost under the normal distribution for the fourth plot in the figure.

### 4. DISCRETIZATION INTO MULTIPLE GROUPS

The reduction of information from dichotomization can also be extended to several classes. Using the normal distribution as an example, we can trichotomize our observation by choosing two cut points, \( c_1 \) and \( c_2 \). If chosen properly, this will lead to a better estimator than dichotomizing, with only 19.0% of information lost. However, suboptimal choices of cut points will quickly lead to very poor estimators. The plot in Figure 9 shows the isolines of the information lost for various cut point values. The optimal choice is \( u_1 = (c_1 - \mu) / \sigma = -0.612 \) and \( u_2 = -u_1 \), leading to regions of probability of 0.27, 0.46, and 0.27. The knowledge of optimal cut points does not help too much on the data analysis stage, as we do not know \( \mu \) prior to the experiment. However, this knowledge may lead to better reporting of results to laymen.

As we increase the number of classes, the amount of information lost with the best cut points decreases [16]. However, the often-argued benefit of dichotomizing lies in the simplicity of results. Discretizing data into four or more groups, while not being as damaging if the cut points are well chosen, has less benefit of simplicity.

### 5. CONCLUSIONS

The knowledge of losing information from dichotomizing a continuous outcome is nothing new. However, many previous writings report on the optimal choice of cut points, which depends upon the parameters we wish to estimate. If we are lucky, the chosen cut point is near the optimal point, but the consequences of dichotomizing become more dire as we deviate from the optimal point. We focus our study on the evaluation of losses caused by dichotomization given cut points. While the analysis of dichotomized outcomes may be easier, there are no benefits to this approach when the true outcomes can be observed and the ‘working’ model is flexible enough to describe the
population at hand. Thus, dichotomization should be avoided in most cases. Only when we wish to estimate a CDF value, our working model poorly approximates reality, and our sample size is large will the biasedness of model-based estimators overpower the improvement in variance. In this case, the dichotomized estimator may lead to better results, but further study-specific consideration is needed. We also want to emphasize that while analysis should be done using actual outcomes, some aspects of this analysis can be reported on a dichotomized scale.
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APPENDIX A: PROOF OF RELATIVE EFFICIENCY WHEN ESTIMATING $\mu$ AND $\sigma$

\[ R(u) = \frac{\text{var}(\hat{\varphi}_o)}{\text{var}(\hat{\varphi}_d)} = \frac{\var\left(\Phi\left(\frac{c - \mu}{\sigma}\right)\right)}{\var\left(\frac{m_1}{n}\right)} \]
Using the Taylor approximation, we obtain

\[ R(u) \approx \frac{\left[ \frac{1}{\sigma} \left( \frac{u - \mu}{\sigma} \right) \right]^2 \sigma^2}{\Phi(u)[1 - \Phi(u)]^{n}} + \frac{\left[ \frac{c - \mu}{\sigma^2} \phi \left( \frac{c - \mu}{\sigma} \right) \right]^2 \sigma^2}{2n} \]

\[ = \frac{\phi^2(u)}{\Phi(u)[1 - \Phi(u)]} \left[ 1 + \frac{1}{2} u^2 \right] \]

### APPENDIX B: PROOF OF LOSS OF INFORMATION FOR LOCATION-SCALE FAMILY

For the symmetric distributions in the location-scale family, we can show that dichotomization always leads to a loss of information as the inequality \( I_d \leq I_o \) is a direct corollary of the Cauchy-Schwartz inequality. Indeed, observing that \( \partial \phi(u)/\partial \mu = -\partial \phi(u)/\partial y \), \( du = (1/b) dy = -(1/b) du \), \( u = (y - \mu)/b \), and \( \phi(u) = \int_{-\infty}^{u} \phi(\mu(1/b) du \lambda(1/b) du \), accordingly to the Cauchy-Schwartz inequality \( \int \phi(\mu(1/b) du \lambda(1/b) du \), and assuming without loss of generality that \( u \leq \frac{1}{2} \) one can verify that

\[ \phi^2(u) = \frac{1}{b} \int_{-\infty}^{u} \frac{\partial \phi(u)}{\partial \mu} du \]

\[ = \frac{1}{b^2} \left( \int_{-\infty}^{u} \frac{\partial \phi(u)}{\partial \mu} \sqrt{\phi(u)} du \right)^2 \]

\[ \leq \frac{1}{b^2} \int_{-\infty}^{u} \left( \frac{\partial \phi(u)}{\partial \mu} \ln \phi(u) \right)^2 \phi(u) du \int_{-\infty}^{u} \phi(u) du \]

\[ = \int_{-\infty}^{u} \left( \frac{\partial \phi(u)}{\partial \mu} \ln \phi(u) \right)^2 \phi(u) du \int_{-\infty}^{u} \phi(u) du \]

or

\[ \frac{\phi^2(u)}{\Phi(u)} \leq \int_{-\infty}^{u} \left( \frac{\partial \phi(u)}{\partial \mu} \ln \phi(u) \right)^2 \phi(u) du \]

\[ \leq \frac{b^2}{2} E \left( \frac{\partial \phi(u)}{\partial \mu} \ln \phi(u) \right)^2 = \frac{b^2 I_o}{2} \]

Dividing by \( b^2[1 - \Phi(u)] \), we conclude that

\[ I_d = \frac{\phi^2(u)}{\Phi(u)[1 - \Phi(u)]} \leq \frac{I_o}{2[1 - \Phi(u)]} \leq I_o \]